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Figure 1: Examples of rigid body simulation using PROX schemes. Top row shows digital prototyping application studying jamming due to friction properties (Funnel), upper-middle: packing into a container (Chalices), middle-lower: building collapse due to poor design (Colosseum). Bottom demonstrates structured stacking (Temple).

ABSTRACT
Iterative methods are popular for solving contact force problems in rigid body dynamics. They are loved for their robustness and surrounded by mystery as to whether they converge or not. We provide a mathematical foundation for iterative (PROX) schemes based on proximal operators. This is a class of iterative Jacobi and blocked Gauss–Seidel variants that theoretically proven always converge and provides a flexible plug and play framework for exploring different friction laws. We provide a portfolio of experience for choosing r-Factor strategies for such schemes and we analyze the distribution of convergence behaviors. Our results indicate the Gauss–Seidel variant is superior in terms of delivering predictable convergence behaviour and hence should be preferred over Jacobi variants. Our results also suggest that Global r-Factor strategies are better for structured stacking scenarios and can achieve absolute convergence in more cases.
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1 INTRODUCTION
Contact problems of rigid body dynamics are central to many applications in computer graphics, robotics and applied mechanics. These range from entertainment oriented contexts such as movies and games, to optimal control of robots, training simulators, risk assessments, cultural preservation, and digital prototyping as illustrated in Figure 1. One common objective for a simulator is to be both fast, scale to handle a large number of rigid bodies, deal with
non-convex shapes, accurately model the physics, and be robust as well as predictable in case of user interactions (Bender et al. 2014).

The Projected Gauss–Seidel (PGS) type of methods have become a de-facto standard for interactive entertainment. The robustness of PGS and Projected Successive Over Relaxation (PSOR) variants are well known as is their poor convergence behaviour (Erleben 2007). We provide a derivation of such iterative schemes using proximal operators. We name these schemes PROX methods to avoid confusion with the traditional PGS variants. We will present novel insight by taking a different path based on proximal operators than the usual PGS-type derivation such as the one done by Silcowitz-Hansen et al. (2010).

- The usual PGS complementarity based friction box-model variants are special cases of a PROX method with a fixed constant r-Factor (to be explained later). This is the reason why PGS can diverge and why the PROX method setting is theoretically guaranteed to always converge (Foerg et al. 2006; Parikh and Boyd 2014).

- PGS is tied to the box-model for performance reasons as it provides a small tight blocked memory footprint. PROX methods are in their very derivation not limited to such friction models.

We seek to provide a fundamental mathematical treatment to introduce and cement PROX methods to the computer graphics community. We claim that PGS variants are inferior and should be replaced by PROX methods as PROX schemes provide a theoretical guarantee of convergence and a flexible modeling of any convex multi-set friction law. For educational reasons and completeness in presentation, we show the model can express Newton style impact laws and post-stabilization. Further, we demonstrate

- Blocked r-Factor strategy is infeasible contrary to what other researchers have reported (Merlihot 2007).

- Global and Local r-Factor strategies are both usable and provides complementary advantages; in terms of number of iterations and their ability to deal with structured stacks versus random piles.

- The variance of the distribution of convergence behaviour from Jacobi schemes are too large to guarantee predictable performance behavior. Hence, Gauss–Seidel variants are more predictable in their behavior.

The proximal operator model is derived directly from physical principles. One benefit of this model is that the iterative scheme for computing a solution more or less comes for free directly from the model it self. No extra discretization “hoops” are needed. Another benefit of this model is that it generalizes to general limit surfaces (Goyal et al. 1989) and can include friction torque and Coulomb–Contensou friction (Leine and Glocker 2003).

2 PREVIOUS WORK

For a general introduction to the field of rigid body simulation we refer to (Bender et al. 2014). Here, we will focus mainly on work that is related to constraint-based iterative methods. Early work on Projected Gauss–Seidel type methods based on proximal operators exist in other fields (Jean and Moreau 1992; Jourdan et al. 1998) and our treatment of the proximal operator model is mostly educational. We provide new insight on adaptive r-Factors and present a different novel sub-solver for dealing with the projection onto friction cones.

The mathematical equivalence between the solution spaces of proximal operator models and complementarity formulations have been proven (Schindler et al. 2011). Fixed constant r-Factor values for PROX schemes have been investigated and shown to be highly dependent on both the coefficient matrix A but also on the initial forces and velocities of the scene (Lu and Trinkle 2014; Schindler et al. 2011). Our work is different in that we use an adaptive r-value. Remarkably, the dependency on initial values have been overlooked in other theoretical work (Foerg et al. 2006). The adaptive r-value seems to cope with these issues, although we present no rigorous proofs of this.

In the fast frictional dynamics (FFD) method Gauss’ principle of least constraint is solved using projections in a body-space setting (Kaufman et al. 2005). Hence, one is really not solving for the normal force distribution, but rather projecting a post velocity of the bodies such that it agrees with the kinematic constraints. FFD is rather interesting as only one fully parallel sweep of projections over the bodies can resolve penetrating motion. PGS usually requires 5-30 sweeps where each sweep corresponds to one blocked sparse matrix vector (SpMV) multiplication (Erleben 2007; Tonge et al. 2012), followed by a simple box-projection on each block. FFD uses only one SpMV sweep over the bodies and performs a slightly more expensive projection for each body. It is evident that for some scenarios FFD can be quite fast. However, as the true normal force distribution is difficult to recover from resulting motions due to its ill-posed nature, it can be difficult to add a good model of friction to this scheme.

The staggered projections use a kinetic metric to formulate a method for solving the usual LCP contact problem as two staggered blocked projections (Kaufman et al. 2008). The staggering combined with the kinetic metric implies that each blocked problem can be solved efficiently and accurately with a QP solver. This work was tied into a traditional isotropic planar Coulomb friction model and did not exploit the local nonlinear nature of each contact point as we do.

Nonlinear complementarity problem (NCP) contact models based on a Second-Order Cone Complementarity Problem (SOCCP) model have been investigated for hair fiber simulations (Daviet et al. 2011). The SOCP work relies on using a non-linear local model for friction solved using a modified Fischer–Burmeister (FB) Newton method. This makes the implementation of the friction model more coupled to the assembly of the Newton equation. In comparison the proximal operator approach offers a generalized projection viewpoint on the local solve that makes it more “plug-and-play” to implement new friction models. Our PROX methods share this local highly nonlinear model aspect with the SOCCP work. Moreover, we are not aware of SOCCP having been applied to rigid bodies.

The PGS/PSOR complementarity formulations may similar to the proximal operator model replace the friction law with an analytical friction solution (Lacoursière 2007). We show that PGS and PSOR are special PROX versions that use a fixed constant r-value instead of an adaptive r-Factor strategy.

The proximal operator model we adopt has commonalities to the cone complementarity problem (CCP) model that forms the
foundation for applying an accelerated projected gradient descent (APGD) method, a variant of Nesterov’s method (Mazhar et al. 2015). The CCP model results in an adhesion “component” from a convexification of the problem, it can be argued whether this is a desired model property or not as it is tied into a remodeling needed to provide a suitable model that will generate faster convergence rate. Our presentation does no such remodeling and retains the non-penetration constraints in traditional form.

To our knowledge we provide studies of PROX methods with general non-convex shapes and friction torque that was not investigated with the CCP or SOCP works.

The proximal operator model for rigid body contact force problems opens up for a large class of numerical methods to be applied, collectively referred to as proximal algorithms (Parikh and Boyd 2014). In this work we explore Jacobi and Gauss–Seidel variants of a kind of proximal gradient method. We note that the Gauss–Seidel variant can be seen as a blocked coordinate descent approach of the proximal gradient method. Proximal operators have also found their usage in Projective dynamics (Bouaziz et al. 2014; Narain et al. 2016) and recently primal dual optimization for fluids (Inglis et al. 2017) as the non-penetration constraint (Jourdan et al. 1998)

\[ v = \nabla F(\mu) = \left( \frac{\partial F}{\partial \lambda} \right) \]

where the friction cone could be defined as

\[ \mathcal{F}(\mu \lambda_N) = \left\{ y \in \mathbb{R}^2 \mid \| y \| \leq \mu \lambda_N \right\}.
\]

This is the typical isotropic Coulomb friction law. For the proximal operator model to work we only need \( \mathcal{F} \) to be a convex set. According to principle of maximum dissipation the friction force should dissipate as much work as possible from the system. Given the friction force \( \lambda F \subset \mathcal{F}(\mu \lambda_N) \) and the tangential contact velocity, \( v_F \in \mathbb{R}^2 \), then the dissipation power, \( P_{\lambda_F} \), is

\[ P_{\lambda_F} = \lambda_N^T v_F. \]

Note that dissipation implies that \( P_{\lambda_F} < 0 \). According to the principle of maximum dissipation the power, \( P_{\lambda_F} \), done by any other possible friction force, \( y_F \subset \mathcal{F}(\mu \lambda_N) \), has to be larger than or equal to \( P_{\lambda_F} \). From this we have

\[ P_{\lambda_F} \leq P_{y_F}, \quad \lambda_N^T v_F \leq y_F^T v_F, \quad 0 \leq y_F^T v_F - \lambda_N^T v_F = (y_F - \lambda_F)^T v_F. \]

Resulting in the condition

\[ y_F^T F(\mu \lambda_N) \quad \text{and} \quad (y_F - \lambda_F)^T v_F \leq 0. \]

A solution to this variational inequality is equivalent to the fixed point of the proximal operator,

\[ \lambda_F = \text{prox}_{\mathcal{F}(\mu \lambda_N)} (\lambda_F - r_F v_F) \quad \text{for} \quad r_F > 0. \]

Since \( v = [v_N^T v_F^T]^T \) can be written as a linear combination of \( \lambda = [\lambda_N^T \lambda_F^T]^T \) we have \( v = A \lambda + b \). The equation holds for all values of the variable \( r_F \) but the actual value used will have impact on convergence. Substituting \( v \) into the proximal operator lead to a fixed point problem,

\[
\begin{bmatrix}
\lambda_N \\
\lambda_F
\end{bmatrix}
=
\text{prox}_{\mathcal{F}(\mu \lambda_N)}
\left(
\begin{bmatrix}
\lambda_N - r_N (A_N \lambda_N + A_N F \lambda_F + b_N) \\
\lambda_F - r_F (A_F \lambda_N + A_F F \lambda_F + b_F)
\end{bmatrix}
\right)
\]

\[ \left( \frac{\partial F(\lambda)}{\partial \lambda} \right) < 1 \]

remains limited and smaller than one. This requirement can be realized by making a suitable choice of the parameters \( r_N \) and \( r_F \) (Foerg et al. 2006; Niebe 2013; Parikh and Boyd 2014; Studer 2008).
### 3.1 Multiple Contact Points

We will now extend our notation to multiple contact points, add impact modeling, and generalize the friction model. The Newton–Euler equations and kinematic maps are given by

\[ \mathbf{M} \mathbf{u} = \mathbf{h} + \mathbf{J}^T \lambda, \quad (12a) \]
\[ \mathbf{q} = \mathbf{u} \quad (12b) \]

where \( \mathbf{u} \) is the generalized velocity vector, \( \mathbf{q} \) is generalized position vector, \( \mathbf{M} \) is the mass matrix, \( \mathbf{J} \) is the contact Jacobian, and \( \mathbf{h} \) holds external and gyroscopic force terms, see Appendix A for details.

The relative contact velocity is computed from

\[ \mathbf{v} = \mathbf{J} \mathbf{u}. \quad (13) \]

Using the Augmented Lagrangian method, the contact constraints are formulated using proximal operators,

\[ \forall i \; \lambda_{N_i} = \text{prox}_{N_i} \left( \lambda_{N_i} - \eta_{N_i} \left( \mathbf{v}^N_{N_i} + \varepsilon_{N_i} \left( \mathbf{v}^N_{N_i} \right) \right) \right), \quad (14a) \]
\[ \forall i \; \lambda_{F_i} = \text{prox}_{F_i} \left( \lambda_{F_i} - \eta_{F_i} \left( \mathbf{v}^F_{F_i} + \varepsilon_{F_i} \left( \mathbf{v}^F_{F_i} \right) \right) \right) \quad (14b) \]

where sub-index \( i \) refers the contact point index and

\[ N_i = \{ y \in \mathbb{R} | y \geq 0 \}, \quad (15a) \]
\[ F_i = \{ y \in \mathbb{R}^3 \left| \frac{y_a}{a} \right|^2 + \left( \frac{y_b}{b} \right)^2 + \left( \frac{y_c}{c} \right)^2 \leq 1 \} \quad (15b) \]

and

\[ a = \mu_S \lambda_{N_i}, \quad b = \mu_T \lambda_{F_i}, \quad \text{and} \quad c = \mu_r \lambda_{N_i}. \quad (16) \]

Above we changed \( F \) to be the Coulomb–Contensou friction model, a generalization over the previous definition in (5). We used \( v^- \) and \( v^+ \) to denote pre- and post-impact contact velocities. We have also applied a Newton impact law. Usually one has \( \varepsilon_{N_i} \in [0, 1] \) and \( \varepsilon_{F_i} = 0 \). Further, one may choose \( r = \eta_{N_i} = \eta_{F_i} > 0 \). Although other \( r \)-Factor strategies can be used. Using a time-discretization on the differential equations we have

\[ \mathbf{u}^{t+\Delta t} = \mathbf{u}^t + \Delta t \mathbf{M}^{-1} \mathbf{h} + \mathbf{M}^{-1} \mathbf{J}^T \lambda. \quad (17) \]

Both \( \mathbf{M} \) and \( \mathbf{J} \) depend on \( \mathbf{q} \), \( \mathbf{h} \) depends on both \( \mathbf{q} \) and \( \mathbf{u} \) due to gyroscopic force terms. For now we ignore these dependences and will specify them when we introduce the time-stepping method in Section 4.3. The pre-impact contact velocities are given by \( v^- = \mathbf{J} u^- \) and the post-impact velocities are given by \( v^+ = \mathbf{J} u^{t+\Delta t} \). Multiplying equation (17) by \( \mathbf{J} \) from the left yields

\[ \mathbf{v}^+ = \mathbf{J} \mathbf{M}^{-1} \mathbf{J}^T \lambda + \mathbf{J} \mathbf{u}^t + \Delta t \mathbf{J} \mathbf{M}^{-1} \mathbf{h}. \quad (18) \]

Defining

\[ z = \lambda - \mathbf{R} \left( \mathbf{v}^+ + \mathbf{Ev}^- \right), \quad (19a) \]
\[ = \lambda - \mathbf{R} \left( \mathbf{J} \mathbf{M}^{-1} \mathbf{J}^T \lambda + \mathbf{J} \mathbf{u}^t + \Delta t \mathbf{J} \mathbf{M}^{-1} \mathbf{h} + \mathbf{E} \mathbf{J} \mathbf{u}^t \right) \quad (19b) \]

where \( \mathbf{R} \) and \( \mathbf{E} \) are diagonal matrices containing \( r \)-Factors and \( \varepsilon \)-coefficients. Now the proximal operators read

\[ \forall i \; \lambda_{N_i} = \text{prox}_{N_i} \left( \lambda_{N_i} \right), \quad (20a) \]
\[ \forall i \; \lambda_{F_i} = \text{prox}_{F_i} \left( \lambda_{F_i} \right). \quad (20b) \]

The solutions of these are given by

\[ \forall i \; \lambda_{N_i} = \max \left( 0, z_{N_i} \right) \quad (21a) \]
\[ \forall i \; \lambda_{F_i} = \begin{cases} z_{F_i} & \text{if} \; \lambda_{F_i} \in F_i \\ \min_{r \in F_i} \| z_{F_i} - r \|^2 & \text{otherwise} \end{cases} \quad (21b) \]

The last case computes the closest point in the \( F_i \) to the point \( z_{F_i} \). This can be solved as described in Section 4.1.

The linear complementarity problem formulations use a polyhedral friction cone approximation combined with a discrete version of principle of maximum dissipation (Bender et al. 2014). This leads to an inner friction cone approximation, which can be made more accurate by adding more faces to the friction cone approximation. The drawback is that one Lagrange multiplier is needed for each cone face of the friction cone. Further, one auxiliary variable is needed to select the discrete direction closest to direction of maximum dissipation. To overcome the large number of variables needed in the linear complementarity formulation some physics engines ignore the coupling between the friction directions and each friction direction is modeled as a boxed-constraint with variable lower and upper bounds (Silcowitz-Hansen et al. 2010). The result is an outer friction cone approximation and no direct modeling of the direction of maximum dissipation. The proximal operator model we have described uses no approximation of the friction cone and explicitly picks the direction of maximum dissipation. Further, the proximal operator model can easily be extended to support any kind of contact model as long as the friction cone can be described as a convex set. Theoretically, one may use limit surfaces in the model (Goyal et al. 1989). In this work, we settle for a Coulomb law combined with frictional torque.

### 4 THE ITERATIVE PROX METHODS

A Jacobi scheme can be used to solve the fixed point problem in (20). This consists of first computing the iterate,

\[ \mathbf{z}^k = \mathbf{J} \mathbf{u}^k + \Delta t \mathbf{J} \mathbf{M}^{-1} \mathbf{h} + \mathbf{E} \mathbf{J} \mathbf{u}^k, \]
\[ = \mathbf{J} \mathbf{u}^k + \Delta t \mathbf{J} \mathbf{M}^{-1} \mathbf{h} (\mathbf{A} \mathbf{J}^{-1} + \mathbf{b}) \quad (22a) \]

Next one solves for the next iterate of \( \lambda^{k+1} \) using,

\[ \forall i \; \lambda_{N_i}^{k+1} = \text{prox}_{N_i} \left( \lambda_{N_i}^k \right), \quad (23a) \]
\[ \forall i \; \lambda_{F_i}^{k+1} = \text{prox}_{F_i} \left( \lambda_{F_i}^k \right) \quad (23b) \]

where \( \mathbf{F}_i \) is defined using the value of the \( k \)-th iterate, \( a = \mu_S \lambda_{N_i}^k, \)
\( b = \mu_T \lambda_{F_i}^k \) and \( c = \mu_r \lambda_{N_i}^k \). As it stands the scheme is inherently easily parallelized, although we do not exploit parallelism in this work.

A Gauss-Seidel scheme can be created from the Jacobi scheme. The idea is to always use the most updated \( \lambda \)-values in any computation. Let \( z \) denote the most updated value at all times. The normal and friction solves for the \( i \)-th contact is now computed using,

\[ \lambda_{N_i}^{k+1} = \text{prox}_{N_i} \left( \lambda_{N_i} \right), \quad (24a) \]
\[ \lambda_{F_i}^{k+1} = \text{prox}_{F_i} \left( \lambda_{F_i} \right). \quad (24b) \]
Observe that $F^{k+1}$ is used instead of $F^k$. After having solved for $\lambda_N^{k+1}$ and $\lambda_J^{k+1}$ then all $z$ dependent entries must be updated before moving on to the next contact. For this update we exploit the factorization technique from (Erleben 2007). The idea is to write $z$ as $z = \lambda + R(jw + b)$ and use $w = M^{-1} J^T \lambda$. For convenience we introduce the index set of all the bodies, $B_i$ and the index set of the $i$th contact, $J = \{ N_i, F_i \}$. Now we can find the most updated value of $z_f$ before computing the contact forces.

$$z_f = \lambda_f^{k+1} - R((J_f \otimes w) + b_f).$$

(25)

After having computed the contact forces we can update $w$ so its value is ready for the next contact,

$$w = (M^{-1} J^T)_{\otimes J} (\lambda_f^{k+1} - \lambda_f^{k}).$$

(26)

In this work we compare the Jacobi variant against the Gauss–Seidel variant. We have summarized the complete Algorithms in 1 and 2. We will keep on iterating using the PROX scheme until the residual has absolutely or relatively converged, or we exceed a maximum iteration count. A residual can defined as

$$r^{k+1} = \lambda^{k+1} - \lambda^k.$$

(27)

We are missing two intrinsic parts of the PROX scheme, one is how the closest points on an ellipsoid is computed and the other is how to control the $r$-Factors.

**Algorithm 1:** The PROX Jacobi variant with adaptive $r$-Factor strategy. For efficiency the matrix product $M^{-1} J^T$ may be precomputed and stored in transposed form.

**Data:** $\mathcal{K}$: indices of all contacts, $\mathcal{B}$ indices of all bodies, $J, M, b, R, \lambda^0, \nu$

**Result:** $\lambda^k$

1. $(k, \lambda^k, r^k) \leftarrow (0, \lambda^0, \infty)$;
2. while not converged do
3. $w \leftarrow M^{-1} J^T \lambda^k$;
4. $z \leftarrow \lambda^k - R(jw + b)$;
5. foreach $i \in \mathcal{K}$ do
6. $I \leftarrow \{ n, f \}$ indices of block $N_i, F_i$;
7. $\lambda_n^{k+1} \leftarrow \text{prox}_{N_i}(z_n)$;
8. $\lambda_f^{k+1} \leftarrow \text{prox}_{F_i}(z_f)$;
9. end
10. $r^{k+1} = \| \lambda^{k+1} - \lambda^k \|_\infty$;
11. if $r^{k+1} > r^k$ then
12. $R \leftarrow \nu R$;
13. else
14. $(\lambda^k, r^k, k) \leftarrow (\lambda^{k+1}, r^{k+1}, k + 1)$;
15. end
16. end

**Algorithm 2:** The PROX Gauss–Seidel variant with adaptive $r$-Factor strategy. The product $M^{-1} J^T$ may be precomputed as for the Jacobi variant.

law. That means our ellipsoid models anisotropic spatial friction with torque effects and corresponds to computing the roots of 6th order polynomial. Hence, we seek a robust and efficient numerical method. For general convex sets one may use the Minikowsky difference to transform the problem into that of finding the closest point between origin and a convex set. The GJK algorithm is an example of such an algorithm exploiting these ideas. The advantage of a GJK approach is that it is generally applicable to any friction model as long as the limit surfaces defines a convex set. However, in our case the friction model is an ellipsoid and the generality of GJK is uncalled for. We exploit the corresponding 6th order polynomial and apply a root search method to search for the root.

Let $a, b, c > 0$ be given. These parameters defines an ellipsoid surface. The ellipsoid surface consists of all points $x \in \mathbb{R}^3$ where

$$f(x) = x^T K x - 1 = 0$$

(28)

and $K$ is a positive diagonal matrix given by

$$K = \begin{bmatrix}
\frac{1}{a^2} & 0 & 0 \\
0 & \frac{1}{b^2} & 0 \\
0 & 0 & \frac{1}{c^2}
\end{bmatrix}.$$ 

(29)

Given a point $z \in \mathbb{R}^3$ outside the ellipsoid, $f(z) > 0$, then we wish to find the closest point, $x^*$ on the ellipsoid surface to $z$,

$$x^* = \arg \min_{x} \frac{1}{2} \| x - z \|^2 \text{ subject to } f(x) = 0$$

(30)

The first order optimality conditions yields

$$x^* - z - \lambda^* \nabla f(x^*) = 0.$$ 

(31)

4.1 Closest Point on Ellipsoid

For isotropic friction models or omission of torque effects the ellipsoid collapses to a 2D ellipse and finding the closest point can be done analytically by finding the largest positive real root of a 4th order polynomial. However, we consider the Coulomb–Contensou
4.2 The $r$-Factor Strategies

It has been proven that if the $r$-value is sufficiently low then the fixed point schemes will converge (Foerg et al. 2006; Studer 2008). Convergence speed is expected to be worse for small $r$-values than larger $r$-values. Hence algorithmically, we apply an adaptive back-track approach for adjusting the $r$-values. Regardless of chosen strategy, if we detect divergence while iterating, i.e. the norm of the residual $\| r^{k+1} \| > \| r^k \|$, then we drop updating $r^{k+1}$. Instead we roll-back to $r^k$ and reduce all $r$-values by a user specified fraction $v$. For Global and Blocked strategies we use $v = 0.5$ and for Local strategy we use $v = 0.9$. These values are not critical but was tuned experimentally.

For the Global $r$-Factor strategy we simply initialize all $r$-values of all constraints to a single global constant value. Ideally based on theory (Foerg et al. 2006) one should initialize this to the reciprocal of the sum of the absolute values of the minimum and maximum eigenvalues of $A$. However, these are not easily obtained and we found that simply hardwiring the initial $r$-value to say 5 works fine for our examples.

For the Local $r$-Factor strategy one would initially choose the $r$-value of the $i$th variable to be

$$ r_i = \frac{1}{A_{ii}}. $$

(39)

Comparing this choice to the algebraic form of the variable updates used in PGS and PSOR we immediately recognize this as using a PGS-strategy for setting the initial value. If one used $r_i = \frac{1}{A_{ii}}$ where $\gamma$ is the successive over-relaxation coefficient then the PSOR variant is achieved. Hence, one may replace $T_r$ with a box-model and keeping Local $r$-values as fixed constants and the PROX scheme will deteriorate into PGS/PSOR variants.

The last strategy we consider is called Blocked. The idea is to replace the scalar $r$-values with small blocked matrices build from the diagonal blocks of the $A$-matrix. Let us consider the $i$th block corresponding to the $k$th contact, then the $r$-Factor strategy uses the block $B_k \in \mathbb{R}^{4 \times 4}$

$$ B_k = \begin{bmatrix} \frac{1}{A_{ii}} & 0 \\ 0 & A_{i, i+1, i+1}^{-1} \end{bmatrix} $$

(40)

where $n = 4k$, $s = n + 1$, $t = n + 2$, $r = n + 3$. The Blocked strategy have been reported to be working quite well (Merhiot 2007).

Note $r$-Factors are not the same as numerical damping or regularization as known from LCP methods (Cottle et al. 1992). For those the coefficient matrix is changed like $A \leftarrow Ip + A$ for some damping parameter $\rho > 0$. This changes the model and adds compliance to the contact. The $r$-Factors does not change the model, the solutions hold for all $r$-values. The specific $r$-value only affect the convergence constants.

4.3 Time-Stepping Methods

The PROX schemes can be used with different time-stepping methods. We favor the mid-point scheme of Moreau (Moreau 1999). It consists of using an explicit half-step position update

$$ q^{t + \frac{1}{2}} = q^t + \frac{\Delta t}{2} u^t. $$

(41)
Then one computes \( M = M(q^{t+\frac{1}{2}}, J = J(q^{t+\frac{1}{2}}) \) and solves

\[
\lambda = \text{PROX} \left(q^{t+\frac{1}{2}}, u^t, \Delta t, \ldots \right),
\]

\[
u^{t+1} = u^t + \Delta t \overline{M}^{-1} h + \overline{M}^{-1} J^T \lambda,
\]

\[
q^{t+1} = q^{t+\frac{1}{2}} + \frac{\Delta t}{2} \overline{u}^{t+1},
\]

where \( \text{PROX}(\ldots) \) denotes invocation of the PROX scheme developed above, see Algorithm 1 and 2. Previous work on interactive simulation have used a simple semi-implicit scheme (Erleben 2007). We favor the Moreau variant due to the mid-point evaluation adds some "softness" into how contact is detected compared to the simpler semi-implicit scheme.

### 4.4 Constraint Stabilization

Our velocity based formulation solves constraints on a velocity level. This means that numerical drift will occur on position level constraints. Regardless of how many iterations used there will be some inaccuracy in the constraint forces. Stabilization can be done in various ways. A Baumgarte type of stabilization can be done by adding a penalty term to the kinematic constraints. The approach we derive here is similar in spirit to the one by (Baraff 1993) and (Cline and Pai 2003). Given a finite displacement, \( \Delta q = q^{\text{corrected}} - q^{\text{initial}} \) of the bodies then this would yield the first order gap displacement,

\[
\Delta g = J \Delta q.
\]

where the gap displacement is given by \( \Delta g = g^{\text{corrected}} - g^{\text{initial}} \).

From first-order physics we have the equation of motion,

\[
M \Delta q = J^T \lambda.
\]

In this formulation \( \lambda \) is the contact displacements and \( J^T \) transforms the contact displacements into body displacements. Finally, body displacements are weighted by the body masses. The effect is that linear contact displacements are distributed in a physical plausible way as linear and rotational displacements of the bodies. From the equation of motion we derive,

\[
\Delta g = M^{-1} J^T \lambda.
\]

Next we substitute into our kinematic gap equation,

\[
\Delta g = J M^{-1} J^T \lambda.
\]

We seek a body displacement such that the gap function becomes non-negative.

\[
g^{\text{corrected}} = \Delta g + g^{\text{initial}} \geq 0.
\]

Contact displacements can only "push" bodies apart which means \( \lambda \geq 0 \). Lastly we can not have a contact displacement at a separated contact. Thus, letting \( g = g^{\text{initial}} \), we wish to find a body displacement such that

\[
(\Delta g + g) \geq 0, \lambda \geq 0 \quad \text{and} \quad \lambda^T (\Delta g + g) = 0.
\]

Substitution of (46) yields

\[
(J M^{-1} J^T \lambda + g) \geq 0, \lambda \geq 0 \quad \text{and} \quad \lambda^T (J M^{-1} J^T \lambda + g) = 0.
\]

A linear complementarity problem, which can be recast as a proximal operator model,

\[
\lambda = \text{prox}_N \left( \lambda - r (J M^{-1} J^T \lambda + g) \right),
\]

for all \( r > 0 \) where \( N = N_1 \times \ldots \times N_n \). Having solved for \( \lambda \) a position update can be performed.

\[
q^{\text{corrected}} = q^{\text{initial}} + M^{-1} J^T \lambda.
\]

This can be seen as an instantaneous change of the body positions disregarding velocities, external forces or velocity dependent forces. The scheme is of course based on a linearization of the true gap function as such it may not be able to resolve the errors with a single step and several steps have to be taken.

### 5 RESULTS

Basic scene statistics of the test scenes used are found in Table 1. Observe that the mesh shapes create a great number of contact points even though the number of objects corresponds to small to medium size scenes. Our simulator uses discrete collision detection (DCD) with a grid-based algorithm for broad phase collision detection and a kDOP BVH algorithm for narrow phase collision detection. Contact points are generated using a closest points method of (Niebe 2013) or the growth distance based technique from (Silcowitz et al. 2010). Box shapes are handled with the improved box test from (Erleben 2005). Deterministic ordering and filtering of redundant contacts are done with lexicographic sorting. For all the tests we present we wish to stress the PROX scheme solver and observe possible artefacts coming from this...
The simulations were done on a Intel(R) Xeon(R) CPU E5-2697 v2 2.70GHz using a single thread on a single core. The measurements suggest that Global and Local r-Factor strategies are comparable in performance. If we investigate the “Spheres” scene we would expect Local r-Factor strategy to become more expensive as it detects divergence in more cases. However, as Figure 6 shows the two strategies are still performance-wise competitive. The explanation is that the Local r-Factor strategy needs fewer overall solver iterations to reach a state of relative convergence compared to the Global r-Factor strategy. The measurements of the Local r-Factor strategy appear to show less variation hence one may argue that it yields a more predictable performance for this particular scene.

Another interesting question is whether the r-Factor strategies have influence on the computed motion. To shed some light on this aspect we have plotted the energies of the Jack scene in Figure 7. The Blocked and Local strategies seem to agree on a “bump” around solver iteration 120. Whereas the Global strategy appears to produce much more smooth energy plot. Suggesting a difference in motions. Whether this is perception-wise noticeable is questionable. However, from a digital prototyping viewpoint it could be important to clarify which behavior is more correct.

We compare how Gauss–Seidel and Jacobi schemes behave. Figure 8 compares convergence rates for the Jacks and Spheres test scenes. Overall Gauss–Seidel appear much more predictable in its convergence behavior than the Jacobi scheme. Further, the number of times divergence was detected is much larger for Jacobi scheme than the Gauss–Seidel scheme as shown in Figure 9.

## 6 Conclusion and Discussion

We have presented a proximal operator model of contact force problems for rigid bodies and outlined a class of iterative methods, the PROX schemes. We demonstrated how PROX schemes converge and how their behaviour varies under different r-Factor strategies. Our results indicate the Gauss–Seidel variant is superior in terms of delivering less varied convergence behaviour and hence should in our opinion be preferred over Jacobi variants. Our results strongly suggest that Global r-Factors are better for structured stacking scenarios and can achieve absolute convergence when Local strategy only achieves relative convergence. On the other hand the Local strategy seems to need lesser iterations and is performance-wise competitive with the Global strategy. Perception-wise we have not observed major significance between the Local and Global strategies. However, kinetic and potential energy monitoring do suggest a significant difference that could have importance if the predicted outcome of the simulation is important. We have presented a specific tailored novel numerical method for the proximal operator of the Coulomb–Contensou friction law (Leine and Glocker 2003) and outlined the generality by which the proximal operator model can incorporate any convex multiset friction models in future work.

There are many paths we have not explored when we have open up the door to proximal algorithms (Parikh and Boyd 2014). There are some obvious methods to study in future work such as accelerated gradient methods or generalized Conjugate Gradient methods (Silcowitz-Hansen et al. 2010). Further, the connection to proximal operators in projective dynamics and fluids may hint that ADMM could become an interesting alternative if extending to

<table>
<thead>
<tr>
<th>Name</th>
<th>Objects (#)</th>
<th>Vertices (#)</th>
<th>Tetrahedra (#)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tower</td>
<td>49</td>
<td>441</td>
<td>588</td>
</tr>
<tr>
<td>Wall</td>
<td>81</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Glasses</td>
<td>362</td>
<td>590727</td>
<td>1825958</td>
</tr>
<tr>
<td>Jacks</td>
<td>362</td>
<td>600447</td>
<td>1947278</td>
</tr>
<tr>
<td>Temple</td>
<td>639</td>
<td>16990</td>
<td>32954</td>
</tr>
<tr>
<td>Colosseum</td>
<td>649</td>
<td>80438</td>
<td>244956</td>
</tr>
<tr>
<td>Spheres</td>
<td>1730</td>
<td>264915</td>
<td>775953</td>
</tr>
<tr>
<td>Funnel</td>
<td>2002</td>
<td>1596701</td>
<td>4676267</td>
</tr>
<tr>
<td>Chalices</td>
<td>4004</td>
<td>1102561</td>
<td>3365707</td>
</tr>
</tbody>
</table>

Table 1: Statistics for our test scenes. Wall uses box shapes and the remaining scenes use tetrahedral meshes. Each Jack shape is roughly 35 kg, A sphere is about 68 kg, a small glass is 91 kg, Colosseum and temple stones are approx. 4000 kg each. Friction coefficients are: \( \mu_S = 0.75, \mu_t = 0.75 \) and \( \mu_c = 0.01 \). Test scenes have varying number of contact points. Funnel have approximately \( 10^5 \) contacts. The other larger scenes have \( 10^5 \) and the smaller ones have no more than \( 10^2 \) contacts.
The Local strategy uses less iterations and is therefore performance-wise competitive to the Global strategy. However, the Local strategy uses less iterations than the Global strategy and slightly fewer cases of non-convergence. The Blocked $r$-Factor strategy appears to detect divergence many more times than the other strategies and often results in non-convergence. Comparing the Global $r$-Factor strategy against the Local $r$-Factor strategy suggests that Global strategy gives overall better merit values and absolute convergence in more cases than the Local $r$-Factor strategy. However, the Local strategy uses less iterations than the Global strategy and slightly fewer cases of non-convergence.

Figure 4: Top row shows detailed comparison of “Jacks” test scene using different $r$-Factor strategies. Left column is Blocked $r$-Factor strategy, middle column is Global $r$-Factor strategy and right column shows Local $r$-Factor strategy. Bottom row shows histograms of five other test scenes, we trimmed the histograms at 1400 observations to make visual comparison easier. Observe that Blocked $r$-Factor strategy appears to detect divergence many more times than the other strategies and often results in non-convergence. Comparing the Global $r$-Factor strategy against the Local $r$-Factor strategy suggests that Global strategy gives overall better merit values and absolute convergence in more cases than the Local $r$-Factor strategy. However, the Local strategy uses less iterations than the Global strategy and slightly fewer cases of non-convergence.

Figure 5: We compare the overall performance characteristic of the simulator as a function of different $r$-Factor strategies. On the left we show Blocked, middle shows Global, and right shows Local $r$-Factor strategy. The Blocked $r$-Factor shows computation times 1s larger than the other two (and mind it has not converged in any step). The Local and Global strategies seem comparable in solver times. This is supported by the fact that for this test scene they both detected divergence in nearly the same number of times. The Local $r$-Factor strategy uses more storage and a few more FLOPS than the Global strategy. The Local strategy uses less iterations and is therefore performance-wise competitive to the Global $r$-Factor strategy.
include deformable models. Currently projective dynamics (Bouaziz et al. 2014; Narain et al. 2016) focus on constitutive equations and non-penetration constraints, and only apply ad-hoc updates of velocities during collisions to model friction and restitution.

Our work did not exploit any kind of parallelization. However, we speculate that prior work on parallelization of the box-model PGS methods can be heavily reused. Overall, when we study our motions by visual inspection then it does not appear to be the constraint solver itself who is the bottleneck for increasing the visual quality. Rather tunneling artefacts and normal generation seem to be major sources for visual artefacts.
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Figure 8: We compare convergence rates of Gauss–Seidel (left column) against Jacobi (right column) schemes. The Jacobi scheme have a much larger variation in convergence behaviour. Hence, Gauss–Seidel will have a much more predictable outcome. The Gauss–Seidel scheme tends to much more quickly reduce the error. Jacobi needs approximately 100 iterations more than Gauss–Seidel to reach the same error level when considering the median.

Figure 9: We compare number of times divergence is detected between Gauss–Seidel and Jacobi schemes. It is obvious that Jacobi detect divergence far more often than the Gauss–Seidel method. Hence Jacobi will in each solver run roll-back the solution 60–100 times more than Gauss–Seidel.


A ASSEMBLING THE MATRICES

We will explain how to construct the matrices $M$ and $J$ and the vector $h$. Consider the $k^{th}$ contact point. The contact normal is given by $n_k$ and the two orthonormal vectors spanning the contact plane are $t_k$ and $s_k$. The indices of the two bodies meeting at the
contact are $i$ and $j$, where we assume that $i < j$. We will adopt the convention that $n_k$ is pointing from body $i$ to body $j$. The vector arms from the center of mass of the bodies to the point of contact is given by $r_k$, and $t_k$, respectively. The relative contact point velocity can now be written as follows

$$
\begin{bmatrix}
    v_{N_k} \\
v_{T_k} \\
v_{S_k} \\
v_{r_k}
\end{bmatrix} =
\begin{bmatrix}
  -C^T - (r_k \times C_k)^T \\
  C^T \\
  r_k \times C_k
\end{bmatrix} \begin{bmatrix}
    v_i \\
v_j \\
v_k
\end{bmatrix}
\quad (52)
$$

where

$$
C_k = \begin{bmatrix} n_k & t_k & s_k \end{bmatrix}.
\quad (53)
$$

The tangent plane directions $t_k$ and $s_k$ are often computed by picking $t_k$ to be in the direction of sliding and letting $s_k$ be orthogonal to $t_k$. The skew-symmetric cross product matrix of a vector $r = [x, y, z]$ is defined as

$$
\begin{bmatrix}
x \\
y \\
z
\end{bmatrix} \times = \begin{bmatrix} 0 & -z & y \\
z & 0 & -x \\
-y & x & 0
\end{bmatrix}.
\quad (54)
$$

Defining the blocked notation

$$
\begin{bmatrix}
v_{N_k} \\
v_{T_k} \\
v_{S_k} \\
v_{r_k}
\end{bmatrix},
\begin{bmatrix}
v_i \\
v_j \\
v_k
\end{bmatrix},
\begin{bmatrix}
v_i \\
v_j \\
v_k
\end{bmatrix}
\quad (55)
$$

and

$$
J_{k,i} = \begin{bmatrix}
-C^T - (r_k \times C_k)^T \\
C^T \\
r_k \times C_k
\end{bmatrix},
J_{k,j} = \begin{bmatrix}
-C^T - (r_j \times C_k)^T \\
C^T \\
r_j \times C_k
\end{bmatrix}
\quad (56)
$$

and assembling a full system of all $K$ contacts and $N$ bodies we have

$$
\begin{bmatrix}
v_1 \\
v_2 \\
\vdots \\
v_K
\end{bmatrix} =
\begin{bmatrix}
J_{k,i} \\
J_{k,i} \\
\vdots \\
J_{k,i}
\end{bmatrix}
\quad (57)
$$

Now the assembled mass matrix reads

$$
M = \begin{bmatrix}
M_1 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & M_N
\end{bmatrix}.
\quad (60)
$$

Let $f_{ext}$ and $\tau_{ext}$ be the force and torque accumulators of all external force types acting on the $i^{th}$ body. Using the block-notation

$$
h_i = \begin{bmatrix}
f_{ext,i} \\
\tau_{ext,i} - \omega_i \times I_{WF}\omega_i
\end{bmatrix},
\quad (61)
$$

for the external and gyroscopic forces we assemble the $h$-vector,

$$
h = \begin{bmatrix}
h_1^T \cdots h_N^T
\end{bmatrix}^T.
\quad (62)
$$

Defining the blocked notation

$$
q_i = \begin{bmatrix}
r_i^T \\
Q_i^T
\end{bmatrix}^T
\quad (63)
$$

then the global assembled version reads

$$
q \equiv \begin{bmatrix}
q_1^T \cdots q_N^T
\end{bmatrix}^T.
\quad (64)
$$

Notice that the dimension of $q$ and $u$ mis-match and this causes a problem for the generalized kinematic relation, $q = u$. The problem is solved by introducing the blocked matrix

$$
\Gamma_i = \begin{bmatrix}
-\psi_i & -\theta_i & -\xi_i \\
\phi_i & \epsilon_i & \theta_i \\
-\xi_i & -\psi_i & \phi_i
\end{bmatrix},
\quad (65)
$$

where $Q_i \equiv (\phi_i, \psi_i, \theta_i, \xi_i)$ and defining

$$
\Gamma = \begin{bmatrix}
I_{3 \times 3} & \Gamma_i \\
\vdots & \ddots & \vdots \\
0 & \cdots & I_{3 \times 3}
\end{bmatrix}.
\quad (66)
$$

The discretized kinematic relation leading to the position update is now given by

$$
q^{t+\Delta t} = q^t + \Delta t \Gamma u
\quad (67)
$$

which must always be followed by a normalizing of all $Q_i$ to keep them a proper rotation.